**Assignment: 05**

**Q1. Explain what is Model Selection? Why we need Model Selection?**

* Model selection is the process of selecting one final machine learning model from among a collection of candidate machine learning models for a training dataset.
* Model selection is a process that can be applied both across different types of models (e.g. logistic regression, SVM, KNN, etc.) and across models of the same type configured with different model Hyperparameters.
* **Model selection is different from model assessment:** The process of evaluating a model’s performance is known as model assessment, whereas the process of selecting the proper level of flexibility for a model is known as model selection.
* **Need Model Selection:** The goal of model selection is to choose a sparse statistical model that adequately explains the data. A good model has three main characteristics: parsimony (model simplicity), Goodness-of-fit test (model fits the data well), and generalizability (model can be used to describe or predict new data). Need of a good model includes factors and covariates to

1. Avoid being underfit (too simple),
2. Avoid being overfit (unnecessarily complex)
3. Account for potential confounding (confusing)

**Q2. Write a short note on:**

**a) Training, Testing and Validation Dataset.**

|  |
| --- |
| https://miro.medium.com/v2/resize:fit:700/1*Nv2NNALuokZEcV6hYEHdGA.png |

* Training, testing, and validation datasets are essential components of machine learning and statistical modeling workflows. They play a crucial role in developing and evaluating models to ensure their accuracy, generalization, and performance. In this note, we will explore the concepts of training, testing, and validation datasets, their purposes, and their significance in the model development process.

1. **Training Dataset:** The training dataset is the foundational component of model development. It is a collection of labeled examples that are used to teach the model the underlying patterns and relationships in the data. The more diverse and representative the training dataset, the better the model can learn and generalize. The training process involves iteratively adjusting the model's parameters to minimize the difference between its predictions and the ground truth labels in the training dataset.

* **Key aspects of the training dataset:**
* **Size:** The training dataset should be large enough to capture the underlying complexity of the problem but manageable in terms of computational resources and time.
* **Diversity:** It should contain a broad range of representative examples, covering various scenarios and variations present in the target problem.
* **Labeling:** Each example in the training dataset must have associated ground truth labels that the model can learn from.

1. **Testing Dataset:** The testing dataset is used to assess the performance of the trained model and estimate its generalization ability. It serves as an unbiased evaluation set, allowing us to gauge how well the model performs on unseen data. The testing dataset should be separate from the training dataset to ensure that the model is not influenced by the testing examples during the training process. The testing dataset should resemble the real-world data that the model will encounter after deployment.

* **Key aspects of the testing dataset:**
* **Independence:** It should be independent of the training dataset to provide an unbiased evaluation of the model's performance.
* **Unseen data:** The testing dataset should consist of examples that the model has not seen during training to assess its generalization capabilities accurately.
* **Real-world similarity:** The testing dataset should reflect the distribution of real-world data to evaluate the model's effectiveness in practical scenarios.

1. **Validation Dataset:** The validation dataset plays a critical role in the model development process, particularly during hyperparameter tuning and model selection. It helps in assessing different models or configurations and enables the selection of the best-performing model. The validation dataset provides an intermediate checkpoint between the training and testing stages, allowing for fine-tuning and optimization.

* **Key aspects of the validation dataset:**
* **Unbiased evaluation:** Like the testing dataset, the validation dataset should be independent of the training dataset to avoid any bias during model evaluation.
* **Performance estimation:** It helps in estimating the model's performance on unseen data, providing insights into its generalization abilities and identifying potential overfitting or underfitting issues.
* **Hyperparameter tuning:** The validation dataset is crucial for tuning hyperparameters, such as learning rates, regularization parameters, or model architectures, to optimize the model's performance.

**b) Train Test Split:**

* Train-test split is a fundamental technique used in machine learning and statistical modeling to assess the performance and generalization capabilities of a model. It involves dividing a dataset into two subsets: a training set and a testing set. In this note, we will delve into the concept of train-test split, its purpose, and best practices for implementing it effectively.

1. **Purpose of Train-Test Split**: The primary purpose of the train-test split is to evaluate how well a model generalizes to unseen data. By training a model on a subset of the data and evaluating its performance on a separate, unseen portion, we can estimate how well the model will perform on new, real-world data. The train-test split allows us to detect potential issues such as overfitting, where the model performs well on the training data but fails to generalize to new examples.
2. **Implementation of Train-Test Split:** The train-test split is typically performed by randomly partitioning the dataset into two subsets: a training set and a testing set. The training set, which is usually larger, is used to train the model, while the testing set is used for evaluation. The partitioning ratio may vary depending on the dataset size and the specific problem, but a common split is 70-30 or 80-20, where 70% or 80% of the data is allocated to the training set, and the remaining 30% or 20% is assigned to the testing set.
3. **Best Practices for Train-Test Split:** To ensure the train-test split is performed effectively, the following best practices should be considered:
   1. **Randomness:** The dataset should be randomized before the split to prevent any potential biases caused by the order or arrangement of the data. Randomization helps ensure that the training and testing sets are representative of the overall data distribution.
   2. **Data Distribution:** The train-test split should preserve the original data distribution, particularly if the dataset has imbalanced classes or specific patterns. Stratified sampling can be employed to maintain the proportion of each class or pattern in both the training and testing sets.
   3. **Single Split:** It is crucial to perform the train-test split only once and refrain from iteratively modifying the split based on model performance. Multiple iterations of the split may lead to overfitting to the testing set and overestimation of the model's performance.
   4. **Size of the Testing Set:** The size of the testing set should be sufficient to provide a reliable evaluation of the model's performance. A larger testing set can yield more robust performance estimates, but it may reduce the amount of data available for training the model. Striking a balance between the training and testing set sizes is important.
   5. **Temporal Considerations:** If the data has a temporal or sequential nature, it is essential to preserve the temporal order during the train-test split. This means that the testing set should consist of examples that come after the training set chronologically. This ensures that the model is evaluated on data that simulates real-world scenarios where future predictions are made based on past observations.
   6. **Cross-Validation:** In situations where the dataset is limited, and obtaining reliable performance estimates is critical, cross-validation techniques such as k-fold cross-validation can be employed. Cross-validation involves dividing the dataset into multiple folds and performing multiple train-test splits, rotating the role of the training and testing sets. This enables a more robust evaluation of the model's performance.
4. **Train-Validation-Test Split:** In some cases, a three-way split, known as the train-validation-test split, is employed. The validation set is introduced between the training and testing sets. The training set is used to train the model, the validation set is used for hyperparameter tuning and model selection, and the testing set remains independent for final model evaluation. This allows for a more detailed evaluation of the model's performance and helps prevent overfitting to the testing set. The train-validation-test split follows these principles:

* **Training Set:** The largest portion of the dataset is allocated to the training set. It is used to train the model's parameters and learn the underlying patterns in the data.
* **Validation Set:** The validation set is used to fine-tune the model's hyperparameters, such as learning rate, regularization parameters, or model architectures. By evaluating different configurations on the validation set, the model with the best performance can be selected.
* **Testing Set:** The testing set remains independent and serves as the final evaluation set. It is used to assess the performance of the selected model, providing an unbiased estimate of how well the model will generalize to new, unseen data.

It is important to note that the validation set is not used for model training. Its purpose is solely to assist in hyperparameter tuning and model selection. Once the model has been finalized based on the validation set's performance, it is evaluated on the testing set to obtain the final performance metrics. By employing a train-validation-test split, the model development process becomes more robust and reliable. It helps to ensure that the model's performance estimates are realistic and unbiased, as the testing set remains unseen until the final evaluation. Additionally, the validation set provides an opportunity to detect and mitigate overfitting issues, as the model is evaluated on data that it has not been directly trained on.

**Reference**: <https://algotrading101.com/learn/train-test-split/>

**Q3. Describe what is cross validation, draw suitable diagram and explain k-Fold Cross Validation.**

* **Describe what is cross validation:** Cross validation is a technique used in machine learning to evaluate the performance of a model on unseen data. It involves dividing the available data into multiple folds or subsets, using one of these folds as a validation set, and training the model on the remaining folds. This process is repeated multiple times, each time using a different fold as the validation set. Finally, the results from each validation step are averaged to produce a more robust estimate of the model’s performance. The main purpose of cross validation is to prevent overfitting, which occurs when a model is trained too well on the training data and performs poorly on new, unseen data. By evaluating the model on multiple validation sets, cross validation provides a more realistic estimate of the model’s generalization performance, i.e., its ability to perform well on new, unseen data. There are several types of cross validation techniques, including k-fold cross validation, leave-one-out cross validation, and stratified cross validation.
* **k-Fold Cross Validation:** k-Fold Cross-Validation is a resampling technique commonly used in machine learning and statistical modeling to evaluate the performance of a model and estimate its generalization capability. It involves dividing the available dataset into k subsets or folds, performing model training and evaluation k times, and then aggregating the results to obtain an overall performance estimate.

|  |
| --- |
| K-Fold Cross Validation |

* **Here's a step-by-step explanation of the k-Fold Cross-Validation process:**
* **Dataset Partitioning:** The original dataset is divided into k non-overlapping folds of approximately equal size. Each fold represents a subset of the data.
* **Model Training and Evaluation:** The process then iterates k times. In each iteration, one fold is designated as the testing set, while the remaining k-1 folds are used as the training set. The model is trained on the training set and evaluated on the testing set.
* **Performance Metric Calculation:** The performance of the model is assessed using a chosen evaluation metric, such as accuracy, precision, recall, mean squared error, or others, depending on the specific task. The evaluation metric is calculated based on the model's predictions on the testing set and the corresponding true values.
* **Iteration:** Steps 2 and 3 are repeated k times, with each fold serving as the testing set once. This ensures that every data point is used for both training and testing at some point during the cross-validation process.
* **Aggregation of Results:** The performance metrics obtained from each iteration (e.g., accuracy scores) are aggregated to calculate an overall performance estimate. Common approaches include taking the average, weighted average, or other statistical measures of the metrics across the iterations.

**Q4. Define what is Boosting? Why we need Boosting?**

* Boosting is a machine learning ensemble technique that combines multiple weak or base models to create a strong predictive model. The basic idea behind boosting is to iteratively train weak models, where each subsequent model focuses on correcting the mistakes made by the previous models. The final prediction is obtained by aggregating the predictions of all the weak models, giving more weight to the models that perform better on the training data.
* **The main objectives of boosting are:**
* **Improved Predictive Performance:** Boosting aims to improve the predictive accuracy of a model by combining multiple weak models into a stronger and more accurate ensemble. Weak models, such as decision trees with limited depth or small number of features, are often used as base models. The ensemble approach of boosting helps to reduce bias and variance, leading to improved generalization and prediction capabilities.
* **Handling Complex and Nonlinear Relationships:** Boosting can effectively handle complex and nonlinear relationships in the data. By combining multiple weak models, boosting can capture intricate patterns, interactions, and dependencies that might be missed by a single model. This allows boosting to handle a wide range of machine learning tasks, such as classification, regression, and ranking problems.
* **Robustness to Overfitting:** Boosting incorporates a sequential learning process where each subsequent weak model is trained to focus on the examples that the previous models struggled to classify correctly. This adaptive learning helps to reduce overfitting and makes the ensemble more robust by minimizing the errors and biases introduced by the individual models. The boosting algorithm learns to assign higher weights to misclassified examples, forcing subsequent models to prioritize those examples and improve their predictions.
* **Feature Importance and Selection:** Boosting algorithms provide a measure of feature importance, indicating the relative importance of each feature in making predictions. By examining feature importance scores, one can gain insights into the relevance and contribution of different features in the predictive task. This information can be valuable for feature selection, dimensionality reduction, and understanding the underlying factors driving the predictions.
* Some popular boosting algorithms include AdaBoost (Adaptive Boosting), Gradient Boosting, and XGBoost (Extreme Gradient Boosting). These algorithms differ in their specific methodologies and optimizations, but they share the common principle of iteratively improving the ensemble's performance.

**Q5. Describe Boosting Algorithm along with its types.**

* Boosting is an ensemble learning method that combines a set of weak learners into a strong learner to minimize training errors. In boosting, a random sample of data is selected, fitted with a model and then trained sequentially With each iteration, the weak rules from each individual classifier are combined to form one, strong prediction rule. The general idea of most boosting methods is to train predictors sequentially, each trying to correct its predecessor.
* **Three popular types of boosting algorithms:** Adaptive Boosting (AdaBoost), Gradient Boosting, and Extreme Gradient Boosting (XGBoost).

1. **Adaptive Boosting (AdaBoost):** AdaBoost is one of the earliest and most well-known boosting algorithms. It works by iteratively training a series of weak models on the data, where each subsequent model focuses on the examples that were misclassified by the previous models. The algorithm assigns higher weights to the misclassified examples, allowing subsequent models to prioritize them and improve their predictions. **The steps involved in the AdaBoost algorithm are as follows:**

* Initialize the weights of the training examples uniformly.
* Train a weak model on the training data, and compute its error rate.
* Adjust the weights of the training examples based on their misclassification rate. Increase the weights of the misclassified examples to emphasize their importance in subsequent iterations.
* Repeat steps b and c for a predefined number of iterations or until a stopping criterion is met.
* Combine the predictions of all the weak models using weighted majority voting to obtain the final prediction.

AdaBoost focuses on correcting the mistakes of the previous models by assigning more weight to the misclassified examples. This iterative learning process improves the overall performance of the ensemble.

1. **Gradient Boosting:** Gradient Boosting is a boosting algorithm that constructs an ensemble of weak models in a sequential manner. Unlike AdaBoost, Gradient Boosting builds subsequent models by minimizing the errors using the gradient descent optimization algorithm. Each weak model is trained to predict the negative gradient of the loss function associated with the ensemble's current predictions. The steps involved in the Gradient Boosting algorithm are as follows:

* Initialize the ensemble by fitting an initial model to the training data.
* Compute the residuals or negative gradients of the loss function with respect to the current ensemble's predictions.
* Train a weak model to predict the residuals, aiming to minimize the residuals using a base learner.
* Add the weak model to the ensemble by updating the predictions of the ensemble with the predictions of the newly trained model.
* Repeat steps b-d for a predefined number of iterations or until a stopping criterion is met.

Gradient Boosting focuses on reducing the residual errors at each iteration, gradually improving the ensemble's predictions.

1. **Extreme Gradient Boosting (XGBoost):** Extreme Gradient Boosting, or XGBoost, is an advanced and highly optimized implementation of gradient boosting. It improves upon traditional Gradient Boosting by incorporating additional regularization techniques, parallel processing, and advanced algorithms to enhance performance and accuracy. XGBoost includes several key features:

* **Regularization:** XGBoost supports regularization techniques, such as L1 and L2 regularization, to control model complexity and prevent overfitting.
* **Tree Pruning:** XGBoost uses a technique called tree pruning to remove or collapse nodes in the decision trees that do not contribute significantly to improving the performance.
* **Parallel Processing:** XGBoost utilizes parallel processing and distributed computing to speed up training, making it highly scalable and efficient.
* **Handling Missing Values:** XGBoost has built-in capabilities to handle missing values in the data during the training process.
* **Cross-Validation:** XGBoost supports cross-validation techniques to evaluate the model's performance and fine-tune hyperparameters.

XGBoost has gained popularity due to its exceptional performance in various machine learning competitions and real-world applications.

* **Reference**: <https://www.analyticsvidhya.com/blog/2022/02/k-fold-cross-validation-technique-and-its-essentials/>

**Q6. With suitable diagram and necessary equations explain Ada Boost Algorithm.**

|  |
| --- |
| Image result for boosting |

* AdaBoost is the first stepping stone in the world of Boosting. AdaBoost (Adaptive Boosting)-a statistical classification meta-algorithm formulated by Yoav Freund and Robert Schapire in 1995 Many other types of learning algorithms called weak learners are used to improve performance that yield strong learner. The output of the other learning algorithms (weak learners) is combined into a weighted sum that represents the final output of the boosted classifier. AdaBoost algorithms can be used for both classification and regression problem.

|  |
| --- |
| https://miro.medium.com/v2/resize:fit:700/1*131sBdM2wNqbj5IBp_bFCw.jpeg |

* **Example:** Let us assume we have to predict whether someone is going to buy a house or not using Machine Learning algorithms. Instead of creating one decision tree or logistic regression model to predict, what we do is create multiple weak learner i.e. Decision Stumps or poor logistic regression model or tree with depth 1 or 2, one after the other to predict the output. In AdaBoost we rig the system in such a way that features that are predicted poorly in previous learner are predicted with better results in the subsequent model.
* Let us give an example input to the above Decision stumps.![https://miro.medium.com/v2/resize:fit:495/1*-jD-SGLBbGSAb17ne_TgaQ.gif](data:image/gif;base64,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)

Input to the stumps

* The *Numbedroom* in the above input is ‘*2*’, this will go to the primary stump and yield prediction ‘*+1*’. The *sqft*will go to the second stump and will yield a prediction of ‘*+1*’, *Lawn*will get a prediction of ‘*-1*’ and similarly *Area* will get a prediction of ‘*+1*’ . So the final question that we need to ask is , how do we combine all these predictions from various weak learners and give one final prediction to the above data point?. This is done with the formula below

![https://miro.medium.com/v2/resize:fit:386/1*24N7Pv8Goe7VVFx24Fy39w.gif](data:image/gif;base64,R0lGODlhggESALMAAP///wAAAKqqqpiYmNzc3Lq6unZ2doiIiGZmZu7u7szMzERERFRUVBAQECIiIjIyMiH5BAEAAAAALAAAAACCARIAAAT+EMhJq714ppG799t3DYlonigWpgDJvnC2sm5s39KM1hOPn4hfKvhKEIVIzzFlTDozS2b0SZ1MTU1K9iNo/A6KpPFwlYBjhUO1iCBnzrD0mjUuA+Bx9Vzq7uBZchSBIAQ/D04LAgJ2hzaNeyaJixmPMJWQHpKMOJeYHZoenSmdolUDHEgJASUZpzcHAh8DBXuqrBiuNrCytHO2Hbm6sR6zkL/EqDG7FMuQC4VIAg6Z0DEKDLx70tQ319lz25/V1tjEveDTH8/d5RPeEwKnA4UFA1EJBvZtEgIHBxsDGJwD4EWQPSscEjS4dQGfgwcGBlYoSCFexHgMxl2g2EqihXr+RxAkXNjBIUSPEzjyG3AxoEYLKkegNBhyJEMLJiNmiGmxAMaXML9lAIkQgMKbOA081NmBJ0ufLj3EpFjAgAQD/zg0CCOBgIMSqmglKEAgACoBlTiG2CqBLYAHMyksSIZBJVkABBrEcpshgNCGWrm6hauO7sYKd/Pu5dr3L87AbbkSzmQ4qKBCigkybmyuJGTNEiZTFmEXs17QHfxWUA3AAJEStMpSeJBsFQBa4e4smOBVEF7Vss2wIrB742biFHpXlFAgJnILXzsP/d2V9T8A/Vwbh3dAe9d08Jg7L14hOrC4t6mrv1NCUZ+JjN0fUR7+9ngM5jt2iA3cOtLtHtD+x494FjxX3k3mKRBAAAsw5t1ttt0GHgAIWCUBA3rgNeFV5QxAnoUsbZgDay0olZyIHFYQ4gX5WcHAiww88ACMDFhYgQEdfmiUHjVWoIoGPFooIAU4qmgidEghQKOMNNpIZI4TWKjaXD6SOCUqQ0bZjgQrspjkkjPC6KSWXOr4wY8fZJkiBV0e6CY8DFDE1wHgPUjQOQFUoxB0w2A4QYZqFrChgHteQFuBKMZkQTEeONBnhmoU0MgAlwg6gaRcNlKoBYdWoKaiKqIngaMXQtqVBFQKMiE0qW5aQacn1uUYi4/+KYKlZ4IKK2+JWpZISvxM00uRoQ2z3jbnxBQhqQD+KMCYmgdsqeFEDeXJHK+HSZcaK8w6e2prUUSb3FVHKKoKNOd8OqsFyw7jrQYP3CSuj/ECi5O16X0nq7Z9cetuGAl0B5JG8+4YkT3jmItvur1SC8ACrChAhAFW6SFAcQPg28IjFd4xwToUNFCIQsPQpaafscpVTXMtqKZANVm+c94HIht1WgvQaYRyedWAbF/LEryMbQUy6yfVyDfTdbGxE+zMz68fr+xFxkHDjGLRuIhKENIlDxhAGPlUsHMsX7dGl88sU92s1RZg/U498rgj0i1Y9cNR2EFjdUswzIk0gMQDXDd0eRINGYzEAigggAECDJRlM0bv5zfggjftkQP+HgnEZjKIK8644yJCnvUHBUwuUuVNZzgqSjsfjkDiizeecgWiy0S66YHfokBxDGwGAOYU7H7hZq7D/vnsfzJ9h/InEIsFeSeoSaK+WkAfoIilhPpFGBpNfwf3GljfQZbZs6k1MZNuSCKlXIKXgPgZqFl+D+d74E9b7NKuh0rvR489pzHYlQgM4Ls0TQg24ssSAU0wpHqI4D8sUEQCCKAHBFZAghQkUgEx0MDKNAQHgSCWBS+lB+e1ZoMXyJIDz/SDBt0mI2K5jfVcWAAYapCBG1rhpTyYAQM0Ai0vsMMFSheAA0CjAU9BDAKKqBEhXmqJRsyBE5NQlgUFwEJIZEpgdaw4pineBorQ2AImAucaVmRRImREwE28SMQoStETqMoBA1BxxgoUJwFztAAbwfhGLXixIozrDgx0wIJ8qO5MPCQGBOFoSBQQ0gQ+gCORAufIRCpSkhhoJBMs2Yqb8CACADs=)

**weighted voting scheme for 1st data point**
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**Predictions from each scheme i.e. +1 or -1**

* We basically take the final sign after we multiply a weight associated with each stump is multiplied with the prediction and added with the rest of the values from each stump.
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* **The way AdaBoost works is as follows:**
  + Primarily each data point is initialized with a weight ‘*alpha*’ that is equal to (1/number of data points).
  + Then for each weak learner or model, we iterate to calculate the predicted value, then go onto compute the weight ‘*w*’(weighted error) and based on that re-adjust the ‘*alpha*’ term for next iteration until the very end.
  + After all the iterations are done we calculate the prediction based on the above equation.
* There are two fundamental questions with respect to AdaBoost that we need to ask here, How are we going to update the weights ‘*w*’ and how are we going to update the ‘*alpha*’ values.? In this algorithm what we do is add all the weights of data points that have been miss-classified and divide it by the weight of all data points i.e.
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![https://miro.medium.com/v2/resize:fit:224/1*rWhYyl-6meBTC5Lv1A202Q.png](data:image/png;base64,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)**Weighted** error formula
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